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SUMMARY
We present long-term and short-term forecasts for magnitude 5.8 and larger earthquakes. We discuss a method for optimizing both procedures and testing their forecasting effectiveness using the likelihood function. Our forecasts are expressed as the rate density (that is, the probability per unit area and time) anywhere on the Earth. Our forecasts are for scientific testing only; they are not to be construed as earthquake predictions or warnings, and they carry no official endorsement. For our long-term forecast we assume that the rate density is proportional to a smoothed version of past seismicity (using the Harvard CMT catalogue). This is in some ways antithetical to the seismic gap model, which assumes that recent earthquakes deter future ones. The estimated rate density depends linearly on the magnitude of past earthquakes and approximately on a negative power of the epicentral distance out to a few hundred kilometres. We assume no explicit time dependence, although the estimated rate density will vary slightly from day to day as earthquakes enter the catalogue. The forecast applies to the ensemble of earthquakes during the test period. It is not meant to predict any single earthquake, and no single earthquake or lack of one is adequate to evaluate such a hypothesis. We assume that 1 per cent of all earthquakes are surprises; assumed uniformly likely to occur in those areas with no earthquakes since 1977. We have made specific forecasts for the calendar year 1999 for the Northwest Pacific and Southwest Pacific regions, and we plan to expand the forecast to the whole Earth. We test the forecast against the earthquake catalogue using a likelihood test and present the results. Our short-term forecast, updated daily, makes explicit use of statistical models describing earthquake clustering. Like the long-term forecast, the short-term version is expressed as a rate density in location, magnitude and time. However, the short-term forecasts will change significantly from day to day in response to recent earthquakes. The forecast applies to main shocks, aftershocks, aftershocks of aftershocks, and main shocks preceded by foreshocks. However, there is no need to label each event, and the method is completely automatic. According to the model, nearly 10 per cent of moderately sized earthquakes will be followed by larger ones within a few weeks.
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1 INTRODUCTION
Statistical studies (Kagan & Jackson 1991) show that earthquakes are clustered in both space and time and that this clustering is especially strong in the days and weeks following a strong earthquake. Here we address two different problems, short- and long-term forecasting, each involving different treatments of earthquake clustering. Because there is as yet no comprehensive model of earthquake occurrence, our forecasting procedures are derived from a variety of statistical, physical and intuitive (ad hoc) arguments. While the short-term forecast is based on a specific stochastic model of earthquake occurrence (Kagan 1991b), the long-term seismicity model is not yet developed to a stage where we could justify all our decisions. Thus the long-term forecast is essentially an empirical description of observed spatial clustering, and it has value only...
to the degree that it can estimate well the probabilities of future earthquakes. In our long-term forecast we ignore temporal clustering and attempt to infer the degree of spatial clustering from the available earthquake history. We evaluate our long-term forecast annually, but in general the estimated rate density changes little from year to year, thus we assert that the forecast also serves well as an estimate of earthquake likelihood for periods of up to several decades.

Short-term forecasting considers temporal clustering of the sort that causes foreshock–main shock–aftershock sequences. In subduction regions these sequences may last for a few weeks or months (Kagan 1991b; Davis & Frohlich 1991), whereas in zones with a low tectonic deformation rate the sequences may last for centuries (Ebel et al. 2000). We treat short-term clustering as a perturbation to the long-term earthquake rate, and we update the short-term forecast daily.

Long-term forecasting may be appropriate when decisions such as insurance purchases, seismic upgrading or siting of permanent geophysical networks must be made using present information. For this problem we seek a probabilistic approach that will generally account for future clusters, even though we do not know the locations of specific events that will initiate these clusters. To solve this problem we estimate the probability of independent events and allow for dependent following events only in an 'average' sense. In our long-term procedure, there is no explicit time dependence. However, the estimated earthquake rate density depends on past seismicity, which will change slightly as earthquakes occur or as time elapses without earthquakes. The spatial clustering assumed in both the long-term and short-term forecasts is in some ways antithetical to the seismic gap model (e.g. McCann et al. 1979; Nishenko 1991; see also Kagan & Jackson 1995), which assumes that recent earthquakes deter future ones.

Our preliminary investigations indicate that following most moderate earthquakes (magnitude 6–7), the additional temporal increase of future seismic activity exceeds the time-independent (static) rate for a few weeks. Most of the events forecast by our short-term procedure would retrospectively be labelled as aftershocks. However, in real time we cannot reliably determine whether an event is larger or smaller than future ones. Furthermore, some dependent events will be larger than their predecessors, and would be normally labelled main shocks. Our procedure aims to forecast these events too.

Even our short-term probabilities generally do not rise high enough to satisfy the popular definition of earthquake prediction, yet they may reach levels that justify special attention by emergency personnel and by observational scientists. For instance, following a moderate earthquake, there is approximately a 10 per cent chance that a larger one will follow within a week (cf. Reasenberg 1999). Correlations between earthquakes also allow the probable focal mechanism to be estimated, allowing an early alert to possible tsunami generation.

Both our long-term and short-term forecasts are based on the most recent seismic record, updated within hours of significant earthquakes and published on the World-Wide Web.

As an exploratory step, in the beginning of 1999 we calculated long- and short-term hazard estimates for the northwest and southwest Pacific regions (60.0°≥latitude≥0.0°N, 170.0°≥longitude≥110.0°E and 0.0°≥latitude≥60.0°S, 170.0°W≥longitude≥110.0°E, respectively). These regions account for 22 and 35 per cent of global seismicity, respectively. The general features of the forecast method are described in Jackson & Kagan (1999), hence we concentrate in this paper on technical details of procedure and on the preliminary results of the forecast testing. Earthquakes that occurred in 1999 in these regions are used for the testing.

2 LONG-TERM SEISMIC HAZARD ESTIMATES

We have developed a long-term forecast procedure based on earthquake data alone (Kagan & Jackson 1994, see also http://sec.ess.ucla.edu/ykagan.html). This procedure is based on the smoothing of past earthquake catalogues of seismic moment solutions. We assume that the smoothing function can be factored into kernel functions dependent on location, focal mechanism and earthquake size (cf. eq. 2 in Kagan & Jackson 1994 and eq. 1 in Jackson & Kagan 1999). That is, we let

\[ \Xi(x, m, \omega) = f(x)f(M)h(\omega), \]

where \( \Xi \) is the rate of earthquakes per unit area, seismic moment and time, \( x \) is latitude and longitude, \( M \) is the scalar seismic moment, \( f \) is the spatial density function, \( f(M) \) is the moment distribution (see below) and \( h(\omega) \) is the distribution of focal mechanisms, with \( \omega \) a focal mechanism parametrization.

In this work we use the focal mechanism function and its parametrization as described in Kagan & Jackson (1994). The functions \( f(M) \) and \( h(\omega) \) are normalized so that their integrals over moment and focal mechanism orientation, respectively, equal 1.0. Then, \( f(x) \) is the rate density (number per unit time and unit area) of all earthquakes within the moment range of interest.

We consider the long-term earthquake rate \( \Xi \) to be time-independent, although our estimates of it change with time, especially for catalogues of small time span. So far we have attempted to optimize only the spatial kernel of the earthquake forecast formula, to which the forecast is most sensitive.

2.1 Spatial dependence

The spatial kernel has units of earthquakes per unit area and time, and in our studies it applies to all earthquakes of moment \( M = 10^{10.7} \text{ N m} \) (magnitude 5.8) and greater. It is generally a function of the distance between earthquake epicentres or ‘epicentroids’, depending on which values are given in a particular catalogue. Here we define epicentroid as the vertical projection of the moment centroid onto the surface of the earth.

Many spatial smoothing techniques have been proposed to forecast future seismicity rates based on past earthquake data: cell averaging (Console 1998), smoothing kernels in the form of a disc (Kafka & Walcott 1998), a Gaussian function (Frankel 1995; Frankel et al. 1996) and power-law functions (Cao et al. 1996) have been proposed and tested.

Kafka & Walcott (1998) considered the problem of using the distributions of small earthquakes to predict the locations of future stronger events. They used disc-shaped kernel functions with uniform probability density over radii of 25, 50 and 100 km. Disc-shaped kernel functions have the disadvantage that forecasts made with them have spatial discontinuities, so the perceived success of the forecasts depends strongly on the radius of the discs. They can also lead to disputes over whether given earthquakes are within the discs.
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Frankel (1995) and Frankel et al. (1996) proposed a model of seismic risk assessment for the conterminous United States (see also http://gidge.cr.usgs.gov/eq). They used a Gaussian kernel to smooth seismic data. Cao et al. (1996) experimented with two types of smoothing kernel: a Gaussian one and the function $r^{-2}$, where $r$ is the epicentral distance. They found that the latter kernel forecasts future earthquakes better. The value of $\lambda$ evaluated from the two-point epicentre correlation function in California is 1.2–1.4.

In a previous paper (Kagan & Jackson 1994) we used a spatial smoothing kernel proportional to inverse epicentral distance $1/r$, except that it was truncated at short and very long distances. Since the integral of a power-law function over a plane diverges, the kernel function is truncated below a minimum distance, $R_{\text{min}}$, and above a maximum distance, $R_{\text{max}}$. The kernel is elongated along the fault plane, which is estimated from available focal mechanism solutions. An important feature of Kagan & Jackson’s (1994) method is a jackknife-like procedure for testing the predictive power of the smoothing. In this procedure we optimize the parameters by choosing those values that best predict the second half of a catalogue, using a maximum likelihood criterion, from the first half. Based on these parameters we simulate thousands of earthquake catalogues to compare with a real second-half catalogue, and evaluate the likelihood function for both types of catalogues (Kagan & Jackson 1994). If the forecast is accurate, the likelihood value for the real catalogue should be in the middle range of the simulated values.

We have experimented with alternative kernels (Vere-Jones 1992; Woo 1996; Cao et al. 1996) that do not diverge at small epicentral distances but provide comparable effect. These kernels are more robust than power-law kernels, and they allow a more versatile smoothing of the available seismic history.

Here we employ kernels of the general form

$$f(r) = \frac{\lambda - 1}{\pi} \left( \frac{1}{r_0^2 + r^2} \right) \frac{1}{(r^2 + r_0^2)^{\lambda - 1}} \quad \text{for} \quad \lambda \neq 1 \quad (2)$$

or

$$f(r) = \frac{1}{\pi} \left( \frac{1}{r^2 + r_0^2} \right) \quad \text{for} \quad \lambda = 1, \quad (3)$$

where $r$ is the epicentral distance, $r_0$ is the scale parameter and $\lambda$ controls the degree of spatial smoothing. Preliminary calculations show that reasonable values of $\lambda$ lie in the range $0.5 \leq \lambda \leq 1.5$. When $\lambda = 0.5$, the kernel varies as the reciprocal of epicentral distance for large $r$, as in our 1994 paper.

Integrated over two dimensions, the cumulative kernel functions are

$$F(R) = \frac{\text{sgn}(\lambda - 1)2(\lambda - 1)\beta (\lambda - 1)}{\pi} \int_0^R \frac{r dr}{(r^2 + r_0^2)^{\lambda - 1}} = 1 - \left( 1 + \frac{R^2}{r_0^2} \right)^{1-\lambda} \quad \text{for} \quad \lambda \neq 1 \quad (4)$$

and

$$F(R) = 2 \int_0^R \frac{r dr}{r^2 + r_0^2} = \log \left( 1 + \frac{R^2}{r_0^2} \right) \quad \text{for} \quad \lambda = 1. \quad (5)$$

Although the kernel function converges as $r \to \infty$ for $\lambda > 1$, the convergence is slow, so in these calculations we define the function $f(r)$ for $1.0 \leq \lambda \leq 1.5$ up to the maximum distance $R_{\text{max}} = 1000$ km. The normalizing coefficients in eqs (2) and (3) have been modified accordingly. Several examples of new kernel functions are shown in Fig. 1, where they are compared with the kernel used in the previous work (Kagan & Jackson 1994) for the northwest Pacific. Our preliminary investigations have shown that two choices of the kernel parameters ($\lambda = 1.1$, $r_0 = 15$ km and $\lambda = 1.5$, $r_0 = 50$ km) are at least as effective in smoothing seismicity as the $1/r$ function used by Kagan & Jackson (1994).

In addition to the distance dependence, we multiply kernel $(3)$ by an orientation function $D(\phi)$ depending on the angle $\phi$ between the fault plane of an earthquake and the direction to a map point (Jackson & Kagan 1999, p. 394):

$$D(\phi) = 1 + \delta \cos^2(\phi). \quad (6)$$

The parameter $\delta$ controls the degree of azimuthal concentration (Kagan & Jackson 1994, Fig. 2).

The total spatial rate for a map point $j$ (or earthquake epicentre) at location $x_i$ is calculated as the sum of contributions from all earthquakes closer than $R_{\text{max}}$.

$$f(x_i) = (1 - C) \sum_j f(r_{ij}) D(\phi_{ij}) + C, \quad (7)$$

where $C$ is a surprise coefficient, taking into account earthquakes in low-seismicity areas (see the next paragraph). The computation details are discussed in Kagan & Jackson (1994).

For some cells in NW and SW Pacific regions, no $M \geq 10^{\text{th}}$ earthquakes occurred during the period 1977–1999 within $R_{\text{max}}$ (1000 km) distance. Clearly, these zones are not immune from earthquakes forever. As in our earlier paper (Kagan & Jackson 1994), we assume that the background probability density is uniform over the whole region and integrates to 1 per cent of the total earthquake probability. In principle we could use a maximum likelihood procedure to estimate the surprise coefficient $C$. Here we simply adopted the above 1 per cent probability on an ad hoc basis. For zones in which earthquakes occurred during this period, the above probability has been augmented by the values calculated using kernel (3).

Functions $f(r)$ and $D$ in eqs (3) and (6) have a few adjustable parameters that need to be optimized for the best smoothing. We use the smoothed bootstrap (simulation) technique for choosing the optimal smoothing parameters (Silverman 1986, p. 145; Kagan & Jackson 1994, p. 13 691). The method involves subdividing the catalogue and using one subset (the ‘learning’ catalogue) to predict the other (the ‘test’ catalogue). As the learning subset we use the catalogue for 1977–1996, and as the test catalogue the data for 1997–1998. We then calculate the likelihood function (Kagan & Jackson 1994, eq. 6) and optimize it by modifying the values of the parameters in eqs (3) and (6).

Likelihood analysis reveals that there is a trade-off between the parameters $\lambda$ and $r_0$ such that for any reasonable value of $\lambda$, there is a corresponding value of $r_0$ with about the same value of maximum likelihood. Thus, we arbitrarily chose $\lambda = 1.0$ and let the smoothing distance $r_0$ control the smoothing kernel. For the NW Pacific we found $r_0 = 15$ km and $\delta = 100$ to be near the maximum likelihood values, whereas for the SW Pacific we used $r_0 = 5$ km and $\delta = 25$ (Jackson & Kagan 1999).
2.2 Seismic moment distribution

We use the notation $M$ for the scalar seismic moment and $m$ for the moment magnitude,

$$m = \frac{2}{3} (\log_{10} M - 9.05)$$

(Hanks & Kanamori 1979), where $M$ is measured in N m. The magnitude calculated from eq. (8) is used here only for illustration purposes; all pertinent computations are carried out with the moment $M$-values.

We assume that the occurrence rate $\phi(x, M)$ of earthquakes at location $x$ with moment $M$ may be written purely in terms of the marginal rates, i.e.

$$\phi(x, M) = \phi_x(x) f_M(M) ,$$

where $x$ are the horizontal spatial coordinates and $\phi_x(x)$ and $f_M(M)$ are normalized probability densities of events in area and moment, respectively; the equation indicates that the spatial and moment distributions of earthquake clusters are independent. The distribution $f_M(M)$ is defined by eq. (11) below. The methodology for the evaluation of the spatial distribution of the cumulative number of events with seismic moment larger than $M$ (D. Vere-Jones, personal communication, 1999; Vere-Jones et al. 2000):

$$F(M) = (M_t/M)^\beta \exp[(M_t - M)/M_c]$$

for $M_t \leq M \leq \infty ,$$

where $M_t$ is a catalogue completeness threshold (cut-off), taken here to be $M_t = 10^{7.7}$ N m ($m_t \approx 5.8$), and $M_c$ is the parameter that controls the distribution in the upper ranges of $M$ (‘upper corner moment’). The corresponding probability density function is

$$f_M(M) = \left( \frac{\beta}{M_t} + \frac{1}{M_c} \right) (M/M_t)^\beta \exp[(M_t - M)/M_c].$$

(11)

Previously we used the gamma distribution (Kagan 1991a, 1999; Main et al. 1999), where the exponential taper is applied to density, not to the cumulative function.

We apply the maximum likelihood method to estimate the parameters $M_t$ and $\beta$ from catalogue data. The logarithm of the likelihood function $(\ell)$ for $N$ observations of the seismic moment for the distribution (10, 11) is

$$\ell = N \beta \log(M_t) + \frac{1}{M_t} \sum_{i=1}^{N} M_i - \beta \sum_{i=1}^{N} \log M_i$$

$$+ \sum_{i=1}^{N} \log \left( \frac{\beta}{M_t} + \frac{1}{M_c} \right).$$

(12)

A comparison of this expression with eq. (6) in Kagan (1991a) shows an advantage of the MGR relationship (11) over the gamma distribution: for the gamma distribution the normalizing coefficient involves the incomplete gamma function, which complicates the formula and its computation.

To determine the corner moment and $\beta$ we obtain maps of the log likelihood function for two parameters of the gamma and MGR distributions (10, 11). See Kagan (1991a, 1999) for a more complete description. We display these maps in Figs 2(a) and (b). The maximum likelihood estimates of the slope $\beta$ and the corner moment $M_t$ are practically uncorrelated for the MGR distribution, whereas similar estimates for the gamma distribution show some positive correlation. Moreover, the log-
likelihood function for the MGR distribution is 0.16 higher than that for the gamma law. Although this difference for the log-likelihood is not statistically significant according to the Akaike information criterion (see Utsu 1999, p. 517 and his Table 2), it shows a marginally better fit of the MGR formula (10, 11) to the data.

In Fig. 3 we display the fit of the MGR and gamma distributions to the empirical distribution of shallow earthquake moments in the Harvard catalogue (Dziewonski et al. 2000). Both theoretical curves fit the data well. The standard errors of $\beta$ and the corner moment are smaller for the MGR distribution, in part because their estimates are less correlated.

Figure 2. Log likelihood maps for distribution of scalar seismic moment of earthquakes. The Harvard catalogue time span is 1982 January 1–1999 July 1, the seismic moment cut-off is $10^{7.4}$ N m ($m_0 = 5.6$) and the number of events is 4512. (a) Approximation by the gamma distribution; (b) approximation by the modified Gutenberg–Richter (MGR) distribution.
An additional difference between these two seismic moment distributions is that the MGR distribution has a fatter tail. It follows that for the same value of $\beta$ and corner moment, the MGR distribution will predict a larger moment rate than the gamma distribution. Thus, if the corner moments for both distributions are estimated from the earthquake catalogues, and constrained to the same moment rates, then the estimated corner magnitude for the MGR distribution will be about 0.35 units smaller than that for the gamma distribution. Thus, the value of the corner moment $M_c = 10^{21.7} - 10^{22.5}$ N m (magnitude 8.5–9.0) obtained for the gamma distribution in Kagan (1999) is equivalent to $M_c = 10^{21.1} - 10^{22.0}$ N m ($m = 8.1–8.7$) for the MGR distribution used here.

2.3 Long-term seismicity forecast

Let us comment briefly on the long-term forecasting procedure, as it is implemented here, and its relation to the ‘real’ but unknown long-term earthquake occurrence rate density. Were earthquakes to follow the Poisson process (that is, show no clustering or quasi-periodic recurrence) the algorithm described above would yield a nearly optimal estimate of future seismicity. However, as we mentioned above, the major feature of earthquake occurrence is time-space clustering, both short and long term. If we use in our procedure catalogues that are longer than a typical aftershock sequence, the short-term clustering effects would be averaged out for all but the most productive sequences. Nevertheless, temporal clustering would still influence the forecast because clusters may last for decades or possibly centuries in areas of low seismicity (Kagan & Jackson 1994).

We can expect our procedure to work well in the presence of such clustering because the rate of earthquakes in the catalogue, and the expected rate for the next few years, will be affected in about the same way. However, the rate density we estimate would be the present value of a temporally varying process, rather than the steady-state value. As an alternative model, not considered here, we may use geodetic, tectonic and geological information to infer an estimate for the long-term, steady-state earthquake rate (Jackson & Kagan 2000).

3 Short-term seismic hazard estimates

In this study we extend the results of the long-term seismicity forecast to issue short-term forecasts of future earthquake activity. The short-term forecasts are based largely on the phenomenon of short-term earthquake clustering, the best-known manifestations of which are foreshock–main shock–aftershock sequences. Several authors (Kagan & Knopoff 1987; Reasenberg & Jones 1989; Maeda 1996; Console & Murr 1996; Utsu & Ogata 1997; Ogata 1988, 1998; Console 1998) described quantitative models of the clustering and use of foreshocks to predict main-shock probability. Although the general scientific algorithms that allow one to calculate short-term probabilities have been known for some time (see the references above), the application of these ideas to real-time forecasting was not feasible until recently. Several recent developments have made statistical short-term earthquake forecasting possible: the availability of earthquake solutions within a few hours, fast computers that allow the computation of earthquake
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probability maps in a few minutes or even seconds, and the World-Wide Web, which allows fast transmission of the results to a wide audience.

3.1 Description of the forecasting procedure

Our technique for producing short-term hazard estimates is to establish a statistical model to fit the catalogue of earthquake times, locations and seismic moments, and subsequently to base forecasts on this model. While most of the components of the model have been tested (Kagan & Knopoff 1987; Kagan 1991b; Jackson & Kagan 1999), some require further exploration and may be modified as our research progresses.

The assumptions we make in constructing our initial model may be summarized as follows [see Kagan & Knopoff (1987) and Kagan (1991b) for more details; a similar model was proposed by Ogata (1998)]. Seismicity is approximated by a Poisson cluster process, in which clusters or sequences of earthquakes are statistically independent although individual earthquakes in the cluster are dependent events. The clusters are assumed to form a Poisson point process with a constant rate. The major assumption regarding the interrelationships between events within a cluster is that the propagation of an earthquake rupture is closely approximated by a stochastic space–time critical branching process. Under this assumption there is a sole trigger for any given dependent event. As shown below (Section 3.1.2), the space–time distribution of interrelated earthquake sources within a sequence is controlled by simple relations justified by analysing the available statistical data on seismicity.

3.1.1 Earthquake clusters: independent events

Usually the first event in a sequence is the largest one and it is called a main shock. Other dependent events are simply called aftershocks, although some of them are really aftershocks of aftershocks. If the first event in a sequence is smaller than subsequent shocks, it is called a foreshock. Retrospectively, it is relatively easy to subdivide an earthquake catalogue into foreshocks, main shocks and aftershocks. However, in real-time forecasting it is uncertain whether the most recent event registered by a network is a foreshock or a main shock. Although it is likely that subsequent dependent events will be smaller and called aftershocks, there is a significant chance that such earthquakes may be bigger (Kagan 1991b; Michael & Jones 1998).

3.1.2 Dependent events

Similar to the estimation of the long-term seismic hazard (Section 2), we assume that the distribution of dependent events within a cluster may be broken down into a product of its marginal distributions. That is, the conditional rate density of the $j$th shock dependent on the $i$th shock ($j>i$) with seismic moment $M_j$ is modelled as

$$\psi(\Delta t, \rho, M_j|M_i) = \psi_s(\Delta t, \psi_s(\rho) \psi(M_i) \psi(M_j).$$

(13)

where $\Delta t = t_j - t_i$ and $\rho$ is the horizontal distance between the $i$th and $j$th centroids ($\rho = \sqrt{(x_j - x_i)^2}$). $\psi(\Delta t, \rho$ and $\psi(M)$ are the marginal temporal, spatial and moment densities and are detailed below. The total time-dependent rate density is a sum of the effects from all previous earthquakes,

$$\Psi(t_i, x_i, M_i) = \sum_{i<j} \psi(\Delta t, \rho, M_j|M_i).$$

(14)

The function $\psi$ decays rapidly with time and distance (see below). Thus, only neighbouring events substantially contribute to the sum (14), although the range of strong earthquakes is much longer in time and space than that of weak events.

The first three densities $\psi_s(\rho)$ in the right part of eq. (13) depend on $M_i$. We take a power law relation for the probability density of time intervals between earthquakes within a cluster,

$$\psi_s(\Delta t) = \theta_0 \Delta t^{1-\theta}, \quad \Delta t \geq t_M,$$

(15)

which is similar to Omori’s law. The parameter $\theta$ is an ‘earthquake memory’ factor, and $t_M$ is the coda duration time of an earthquake with seismic moment $M_i$. We assume for the coda duration

$$t_M = t_i M_i^{1/3},$$

(16)

where $t_i$ is the coda duration time, taken here as $t_i = 0.03125$ days of an earthquake with the reference seismic moment $M_r = 10^{13}$ N m, corresponding to $m_c = 6.0$ (Kagan 1991b). The probability of the next dependent shock occurring in the time interval $(t_1, t_2)$ for $0 < t_1 < t_2$, given an event of a cluster occurring at time 0, can then be calculated simply as

$$\text{Prob}(t_1 < t < t_2) = \theta_0 (t_2^{1-\theta} - t_1^{1-\theta}).$$

(17)

The non-normalized function $\psi_M(M_i)$ that corresponds to the number of dependent shocks generated on average by an earthquake with seismic moment $M_i$ is assumed to obey (Kagan 1991b)

$$\psi_M(M_i) = \mu(M_i/M_i)^y.$$  

(18)

We approximate by a Rayleigh distribution the probability density of the horizontal distance between two earthquake centroids in a cluster:

$$\psi(\rho) = \frac{\rho}{\sigma^2} \exp[-\rho^2/(2\sigma^2)],$$

(19)

where $\sigma$ is the spatial standard deviation. The standard deviation is assumed to depend on the standard errors of centroid determination and on the seismic moment $M_i$ of the main event according to the relation (Kagan 1991b)

$$\sigma^2 = \sigma_0^2 + \sigma_c^2 (M_i/M_i)^{3/4}.$$  

(20)

Here $\sigma_0$ is the standard error in centroid determination and $\sigma_c$ is a characteristic size of a focal zone of an earthquake with some reference seismic moment $M_r$ (see eq. 16).

The density (19) is isotropic. There are several ways to improve the forecast of azimuth distribution of dependent events: (1) we can use the pattern of past seismicity to infer the scatter of future events, (2) we can use earthquake focal mechanisms to estimate the direction of the focal plane and project epicentres of dependent events along this plane (Kagan & Jackson 1994), and (3) we can use the aftershock pattern to infer the development of earthquake rupture (Ogata 1998). Only the first of these methods can be used practically in real-time forecasting. The focal mechanisms of temporary solutions, obtained in a few hours after an earthquake, are usually determined by the inversion of only a few seismograms, thus their accuracy is low.
(Frolich & Davis 1999). The aftershock pattern is known only after some time delay, and the preliminary epicentres also have relatively low accuracy. For these reasons we do not presently use focal mechanism information, nor do we try to infer the specifics of the aftershock distribution as suggested by Ogata (1998).

The spatial density function (19) needs to be normalized to take into account the global non-homogeneous seismicity distribution. We accomplish this by using instead of \( \psi_f(\mathbf{r}) \) the function

\[
\psi_u(\mathbf{r}) = C_\phi \psi_f(\mathbf{r} - \mathbf{x}) \phi(\mathbf{x}),
\]

(21)

where \( \mathbf{u} \) denotes earthquake centroid coordinates, \( \mathbf{r} - \mathbf{x} \) is the horizontal distance between points \( \mathbf{u} \) and \( \mathbf{x} \), \( \phi(\mathbf{x}) \) is the spatial density of earthquake clusters (see eq. 9) and \( C_\phi \) is a spatial normalizing coefficient.

\[
C_\phi(\mathbf{u}) = \int_{\mathbf{x}} \psi_f(\mathbf{r} - \mathbf{x}) \phi(\mathbf{x}) \, d\mathbf{x},
\]

(22)

where \( \mathbf{X} \) is the total forecast area and \( d\mathbf{x} \) is an area differential element.

The proposed short-term forecast is valid only for the ‘next moment’ after the end of a catalogue. To extend the forecast further in the time, we need to take into account the possibility that other earthquakes could occur in the time interval between the end of a catalogue and the forecast time. This can be carried out by the Monte-Carlo simulation procedure (Kagan 1973b); we simulate the first generation of dependent events, which in turn are fed into the algorithm to obtain the second generation, and so on. If the time horizon of the forecast is not long, only a few generations need to be computed for such simulations. For longer time intervals we may simply use our long-term forecast.

### 3.2 Examples of forecasts

Estimates of the parameters in the model (9-22) may yield important seismological information. The values of parameter estimates listed in Section 3.1.2 and obtained for the Harvard catalogue (Dziewonski et al. 2000) by the maximum likelihood optimization procedure (Kagan 1991b) are \( \mu = 0.09, \theta = 0.21, \sigma_0 = 3.0 \) km, \( \sigma_p = 25.0 \) km and \( \zeta = 0.68 \). For independent shocks (Section 3.1.1) the parameter values are (Kagan 1999) \( \beta = 0.63 \) and \( M_c = 10^{32} \) N m \( (m_w = 8.7) \). With these values of parameters one can calculate from (18) that, for example, a \( M = 10^{32} \) N m \( (m = 8.0) \) earthquake should have on average about 10 dependent events (aftershocks) of \( M \geq 10^{18} \) N m \( (m \geq 6.0) \). However, according to the branching model, each of these earthquakes may generate its own offsprings, thus the total number of earthquakes in a sequence may be significantly larger.

Although the focal mechanisms of short-term future earthquakes can be predicted using the method described by Kagan & Jackson (1994), in this initial stage of our forecasting effort, we use the long-term estimate of the focal mechanism (see Table 1). The preliminary results suggest that within an earthquake sequence the focal mechanisms are very tightly clustered, with the Cauchy rotational distribution describing the scatter of the 3-D angle of rotation (Kagan 1992).

Table 1 displays an example of a forecast. We show a header and a few lines from the actual table for an area north of the Philippines. This area is selected because on 1999 February 6 a shallow earthquake with magnitude \( m = 6 \) occurred at 19.36°N, 120.97°E. While the earthquake was of moderate size, its influence on short-term probability is still felt. Near the centroid, the daily probability 5 days after the event is nine times higher than the long-term average. Although we display hazard estimates with three significant digits, the uncertainty in their determination may be of the order of tens of per cent. We supply more digits to facilitate trend calculations and comparison with other models. Estimation of uncertainties is clearly an important subject for future work.

In Fig. 4 and Table 2 we display another example, the 1992 sequence of earthquakes near the NE coast of Honshu island (Japan). The sequence starts with an earthquake on July 12, which slightly increases the daily seismicity forecast at the location of the sequence. Four days later the event is followed by another moderate sized earthquake, which, in retrospect, can be considered a foreshock of the \( m7 \) event occurring 2.4 days later. The later earthquake is in turn followed by a few aftershocks. Note, however, that during the sequence it appears uncertain whether or not a subsequent event will exceed the \( m7 \) earthquake in size. As shown in Fig. 4(f), the increase in seismicity attributed to the \( m7 \) earthquake is still high half a year later, while the increase in seismicity due to the smaller 1992 July 12 earthquake has essentially dissipated.

We calculate daily short-term hazard estimates for the NW and SW Pacific regions. The forecasts are computed from the preliminary Harvard catalogue. We use e-mail messages

<table>
<thead>
<tr>
<th>Latitude</th>
<th>Longitude</th>
<th>Probability ( m \geq 5.8 ) eq/day*km(^3)</th>
<th>Long-term forecast</th>
<th>Focal mechanism</th>
<th>Short-term forecast</th>
<th>Probability ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>119.5</td>
<td>19.5</td>
<td>3.18E-09</td>
<td>31</td>
<td>208</td>
<td>31</td>
<td>304</td>
</tr>
<tr>
<td>120.0</td>
<td>19.5</td>
<td>5.23E-09</td>
<td>17</td>
<td>213</td>
<td>32</td>
<td>314</td>
</tr>
<tr>
<td>120.5</td>
<td>19.5</td>
<td>4.28E-08</td>
<td>7</td>
<td>93</td>
<td>75</td>
<td>335</td>
</tr>
<tr>
<td>121.0</td>
<td>19.5</td>
<td>3.02E-08</td>
<td>69</td>
<td>135</td>
<td>21</td>
<td>302</td>
</tr>
<tr>
<td>121.5</td>
<td>19.5</td>
<td>1.28E-08</td>
<td>77</td>
<td>106</td>
<td>13</td>
<td>296</td>
</tr>
<tr>
<td>122.0</td>
<td>19.5</td>
<td>7.81E-08</td>
<td>60</td>
<td>32</td>
<td>3</td>
<td>297</td>
</tr>
<tr>
<td>122.5</td>
<td>19.5</td>
<td>4.15E-08</td>
<td>81</td>
<td>228</td>
<td>4</td>
<td>113</td>
</tr>
<tr>
<td>123.0</td>
<td>19.5</td>
<td>3.01E-09</td>
<td>78</td>
<td>251</td>
<td>9</td>
<td>110</td>
</tr>
<tr>
<td>123.5</td>
<td>19.5</td>
<td>2.43E-09</td>
<td>76</td>
<td>273</td>
<td>13</td>
<td>107</td>
</tr>
</tbody>
</table>
Figure 4. (a) Long-term seismicity forecast northwest of Honshu Island, Japan; latitude limits 37.0–42.0° N, longitude limits 141.0–146.0° E. Earthquakes before 1992 July 15 are shown in black, earthquakes after that are shown in white. The sizes of circles are proportional to earthquake magnitude. Greyscale tones show the long-term probability of earthquake occurrence calculated using the Harvard 1977–1992 July 15 catalogue. (b) Greyscale tones show the short-term probability of earthquake occurrence calculated using the Harvard 1977–1992 July 11 catalogue; earthquakes before 1992 July 11 are shown in black, earthquakes after that are shown in white. Time limits for the following maps of the short-term probability are as follows: (c) 1992 July 15; (d) 1992 July 16; (e) 1992 July 18; (f) 1993 January 1. Fig. 4 may be viewed in colour in the online version of the journal (www.blackwell-synergy.com).
sent by the Harvard team to update our catalogue for all earthquakes $M \geq 10^{-7.7}$ N m ($m \geq 5.8$); the time delay between earthquake occurrence and update is of the order of a few hours for automatic solutions (Kawakatsu 1995) or up to 1 day for human analyst solutions. The updated catalogue is then used to estimate both long- and short-term daily probabilities of future earthquake occurrence. The short-term values are for 1 day periods from the current midnight to the subsequent midnight, Los Angeles time. These forecasts are stored in a table and displayed in two figures, which are accessible via the World-Wide Web at http://sec.es.uc.edu/ykagan.html (see ‘FORECASTS FOR 1999-2000: TABLES AND FIGURES’).

The tables (in ASCII form) list daily long-term and short-term probabilities of earthquakes on a 0.5 $\times$ 0.5$^2$ grid. The plots display long-term and short-term probabilities as colour PostScript maps of the regions.

The long-term probabilities (1) account for the rate of both independent and dependent events, whereas the short-term rates (14) are calculated only for dependent events. Thus, when displaying the sum of these rates, we should subtract from the long-term rate the averaged part of the seismic activity due to dependent events. For moment cut-off $M \geq 10^{-7.7}$ N m, this part was estimated to be 0.2 (Kagan 1991b). Thus, we adjust the long-term rate in the plots of combined probability by multiplying it by 0.8:

$$\Lambda(t, x, M, w) = 0.8 \Lambda(x, M, w) + \Psi(t, x, M) \delta(w), \quad (23)$$

where $\Lambda$ is the combined time-dependent long- and short-term rate of earthquake occurrence. Examples of the combined rate for the hybrid model (23) at one point near the centre of the 1992 sequence (see Fig. 4) are shown in Figs 6 and 7 of Jackson & Kagan (1999).

The estimated value of 0.09 for $\mu$ in our preliminary analysis described below indicates that on average about 9 per cent of earthquakes would be followed by a stronger dependent event within a relatively short time (a few days or weeks). This fact explains why our statistical short-term forecast does not meet the popular definition of ‘prediction’ (Kagan 1997): only a few alarms would be followed closely by sufficiently large earthquakes. However, investigations by Kagan & Knopoff (1987), Reasenberg & Jones (1989), Michael & Jones (1998) and Reasenberg (1999) show that 20–40 per cent of earthquakes are preceded by events that are smaller and are identified later as statistical forerunners of future earthquakes. These sequences include foreshocks followed by main shocks, as well as strong aftershocks preceded by an increase in seismic activity of smaller events. This means that some inexpensive mitigation and scientific measures (Molchan & Kagan 1992) may be justified. Examples of such measures include putting emergency services on a higher-alert status, stepping up InSAR (Synthetic Aperture Radar Interferometry) and other geophysical measurements in the dangerous regions, and deploying temporary seismic stations.

4 TESTING FORECASTS

There are several methods for verifying a long-term forecast (Kagan & Jackson 1995). For example, we can (1) compare the observed and predicted numbers of events, and (2) test the spatial distribution of earthquakes against the forecast map. In this paper we discuss and carry out preliminary tests of forecast performance only for the long-term estimate of seismic hazard. At present, the Harvard catalogue for the second half of 1999 is only in preliminary form. Therefore, our test results may change (hopefully only slightly) when the catalogue becomes available in the final form in a few months.

The short-term forecast can be tested, in principle, by using similar likelihood methods (Kagan & Knopoff 1987; Kagan 1991b). However, when testing a short-term forecast we are faced with the problem of selecting the appropriate null hypothesis (Stark 1997). If we use a time-invariant null hypothesis (Kagan & Knopoff 1987), almost any algorithm that models aftershock sequences would enjoy a huge statistical advantage. Therefore, a high level of likelihood ratio would contain no relevant information. Moreover, our forecasts are now issued once per day, whereas a substantial part of the probability increase is concentrated in the first hours after a strong earthquake. Thus, we need, first, to develop the procedure so it can run continuously, and, second, to find a credible null hypothesis against which our short-term scheme can compete fairly. We have not yet found such a null hypothesis.

4.1 Distribution of earthquake numbers

To test whether earthquake numbers are within prescribed limits, we must know the number distribution. Fig. 5 displays the numbers of earthquakes ($m \geq 5.8$) in the NW Pacific for 22 yr of Harvard catalogue monitoring (Dziewonski et al. 2000). Even a cursory inspection of the plot suggests that the number distribution deviates from the average by more than
the Poisson law allows. As Vere-Jones (1970) and Jackson & Kagan (1999) have shown, the statistical distribution of event numbers can be better approximated by the negative binomial law (Evans et al. 1993; Kotz & Johnson 1985, pp. 169–177). Although declustered catalogues are closer to the Poisson process, the removal of aftershocks cannot be accomplished unambiguously. Therefore, we leave aftershocks in the catalogue and use the negative binomial law to approximate the earthquake numbers. The negative binomial function has two parameters, $\tau$ and $\nu$, that are adjusted to fit an observed distribution of earthquake numbers as described below. For positive $\tau$ the probability of $k$ events is

$$p(k) = \frac{\Gamma(\tau + k)}{\Gamma(\tau) k!} \nu^k (1-\nu)^k,$$  

(24)

where $k=0, 1, 2, \ldots$, $\Gamma$ is the gamma function and $0 \leq \nu \leq 1$. The parameter $\nu$ characterizes the degree of clustering or non-Poisson character of earthquake occurrence; if $\nu \rightarrow 1$ seismicity becomes close to the Poisson process.

If $\tau$ is a positive integer, eq. (24) is simplified and the probability of $k$ events is

$$p(k) = \left( \frac{\tau + k - 1}{\tau} \right) \frac{\nu^k (1-\nu)^k}{k!}.$$  

(25)

The expected number of earthquakes is

$$E(k) = \tau \frac{1-\nu}{\nu};$$  

(26)

its variance is

$$D(k) = \tau \frac{1-\nu}{\nu^2}.$$  

(27)

We can see that the negative binomial distribution generally has a larger standard deviation than the Poisson law, for which the average is equal to the variance. We estimated $\nu$ and $\tau$ for various catalogues from the above equations, replacing $E(k)$ by the sample mean, and $D(k)$ by the sample variance for each catalogue (Kotz & Johnson 1985).

We applied various time and moment thresholds to calculate the yearly numbers of earthquakes in three catalogues: the Harvard catalogue, the CalTech/USGS catalogue (Hutton & Jones 1993 and references therein), and the global Pacheco & Sykes (1992) catalogue. In Fig. 6, we display the $\nu$-values obtained. From the diagram it is apparent that the estimates depend on the time span of a catalogue: shorter catalogues yield smaller values of $\nu$. For catalogues with a large earthquake threshold, the earthquake number distribution is described by a Poisson law.

Kagan (1973a,b) proposed a branching model of earthquake occurrence that predicted that, for large time–space intervals, earthquake numbers are distributed according to the negative binomial distribution. In this model, for the truncated Pareto distribution of seismic energy or seismic moment (equivalent to a Gutenberg–Richter relation with the density truncated at $M_{\text{max}}$), the parameter $\nu$ should depend on $M_{\text{max}}$.

$$\nu = \left( \frac{M}{M_{\text{max}}} \right)^\beta,$$  

(28)

where $\beta$ is the slope of the moment–frequency relation (10).

We approximate the dependence of $\nu$ on the moment threshold by the expression

$$\nu = \left( \frac{M}{M+M_c} \right)^\beta,$$  

(29)

where $M_c$ is a corner moment, not necessarily equal to $M$, in the moment–frequency relation (see eq. 10). Expression (29) differs from eq. (28), since instead of the ‘hard’ limit for the

---

Figure 5. Yearly numbers of earthquakes $m \geq 5.8$ in the NW Pacific, 1977–1998.
Gutenberg-Richter relation in eq. (28), we are using a ‘soft’, exponential taper in (10, 11). The lines in Fig. 6 show eq. (29) with $M_i = 10^{18}$, $10^{19}$, $10^{20}$ N m and $\beta = 0.6$. We conjecture that for sufficiently long and complete earthquake catalogues, the values of $M_i$ would approach the value of $M_i = 10^{21}$ N m (Fig. 3).

It is clear from Fig. 6 that estimates for the parameters of the negative binomial distribution ($\tau$ and $\phi$) are unstable for small regions, thus we use an $\nu$-value based on the approximation (29): for $M = 10^{17.7}$ N m ($m \approx 5.8$), we take $\nu = 0.3$. The value of $\tau$ is calculated using the average yearly rate of events (26), i.e.

$$\tau = \frac{3}{\lambda} E(k).$$

(30)

From 1999 January 1 to 1999 December 31 there were 32 events with $m \geq 5.8$ registered in the NW Pacific area and 55 events in the SW Pacific area. Comparing these numbers with the annual rates of earthquakes averaged over 1977–1998 (Jackson & Kagan 1999), which are 35.8 and 57.7 for the NW and SW Pacific respectively, we expect that these numbers would pass the test. Indeed, in Fig. 7 we show two distributions that are used to approximate the earthquake numbers: the Poisson and the negative binomial. It is evident that the 1999 earthquake numbers are compatible with theoretical curves in both regions. However, based on the analysis of the number distributions in the Harvard catalogue in previous years (Jackson & Kagan 1999, their Fig. 3) and other results discussed earlier in this section, we expect the negative binomial distribution to be more appropriate, especially if large aftershock sequences occur in a region.

4.2 Testing spatial distribution of earthquake numbers

In Figs 8(a) and (b) we display long-term forecast maps computed in early 1999 for both Pacific regions. From visual inspection, the model predicts the spatial distribution of seismic activity in 1999 reasonably well. We have tested this forecast by a Monte-Carlo simulation (Kagan & Jackson 1994). The test involves a comparison of the forward prediction issued before the test period with a retrospective prediction that is optimized after 1999, when the earthquakes that occurred in 1999 are known. If these two forecasts differ within the 95 per cent confidence limit estimated by a simulation procedure, we consider the forward prediction as successful. In effect, instead of competing against a null hypothesis, which cannot be effectively defined for the spatial distribution of seismicity, we test our results against the ‘perfect’, ideal model, specified on the basis of a retroactive adjustment of the model parameters.

In Fig. 9 we display simulation distributions for prediction and earthquake data as shown in Fig. 8. We simulate earthquake locations with $r_i = 15.0$ km for the NW Pacific and $r_i = 5.0$ km for the SW Pacific (Jackson & Kagan 1999, their Table 1), each time calculating the likelihood function and comparing the function value with that obtained for the real catalogue in 1999. Whereas the choice of $r_i = 15$ km for the NW Pacific was close to optimal for the prediction of 1999 earthquakes, it is clear that for the SW Pacific $r_i \approx 2.5$ km is a more appropriate value. Thus, a forecast of all 1999 earthquakes, using the model with $r_i = 5.0$ km, would have failed at the 95 per cent confidence level. The reason is apparent from Fig. 8. Similar to the test for the NW Pacific described by
Figure 7. Testing the forecast for earthquake numbers. The left cluster of curves is for the NW Pacific; the right cluster is for the SW Pacific. Distribution of earthquake numbers—solid line: earthquakes registered during 1999; asterisks: approximation by the negative binomial distribution; circles: approximation by the Poisson distribution.

Figure 8. Greyscale tones show the probability of earthquake occurrence calculated using the Harvard 1977–1998 catalogue; earthquakes in 1999 are shown in white. (a) NW Pacific long-term seismicity forecast: latitude limits 0.25°S–60.25°N, longitude limits 109.75°E–170.25°E; 32 events from 1999 January 1 to 1999 December 31. (b) SW Pacific long-term seismicity forecast: latitude limits 0.25°N–60.25°S, longitude limits 169.75°E–169.75°W; 55 events from 1999 January 1 to 1999 December 31. Fig. 8 may be viewed in colour in the online version of the journal (www.blackwell-synergy.com).
Kagan (1997), earthquakes since 1998 have been much more strongly clustered than before. Even though these aftershocks occurred in already dangerous areas in Fig. 8 due to pre-1999 earthquakes, the model with $r_s = 5.0 \text{ km}$ fails to account for their strong clustering. As Kagan & Jackson (1994, p. 13961) explain, the forecasting of aftershocks requires the selection of a smaller smoothing distance. There are two lessons to be learned here. First, like any forecast model, the model of Kagan & Jackson (1994) needs a quantitative procedure to account for aftershocks. Second, a visual inspection of a map such as Fig. 8 is not adequate: a quantitative hypothesis test is required.

In Fig. 10 we show the size distribution of 1999 earthquakes in both Pacific regions and their approximation by the MGR relation (10). Despite large scatter due to the relatively small number of events, it is obvious that in both cases earthquakes follow a similar distribution, and their distribution does not differ significantly from the theoretical curve.

5 DISCUSSION

Compared to other techniques for the estimation of time-independent and time-variable seismic hazard (Reasenberg & Jones 1989; NRC 1991; Frankel & Frankel 1995; Frankel et al. 1996; Console & Murr 1996; Maeda 1996; Cao et al. 1996; Kafka & Walcott 1998; Console 1998; Michael & Jones 1998), the forecast methods discussed above have several advantages. Both of our models exist as computer algorithms, thus their implementation does not require additional human intervention. Moreover, they use only the information available at present, and no retrospective evaluation of seismic data is assumed. Therefore, these techniques can be used for an automatic computer-assisted evaluation of seismic hazard.

The long-term hazard calculations are based on the smoothed bootstrap optimization of the forecast procedure (Section 2). The parameters of the model are evaluated on the basis of success in the forecasting of seismic activity of a control data set (see also the discussion below eq. 7). Thus, our results are optimal in a certain well-defined sense, that is, the values of parameters in eq. (7) are evaluated as the best to predict earthquake distribution in the previous year for a particular region. In addition to the spatial distribution of future seismicity, we also report possible focal mechanisms of earthquakes and uncertainties of this estimate as the ‘rotation angle’ in Table 1 (see also Kagan & Jackson 1994).

For short-term forecasts we use an explicit model of earthquake clustering. We apply the maximum likelihood procedure to infer the optimal values of clustering model parameters. The method does not depend on the post factum identification of event type (foreshock, main shock or aftershock) and can thus function in a truly automatic fashion. It can be incorporated into real-time seismic networks to provide an almost instantaneous seismic hazard estimate.

The investigations described above may improve our understanding of the tectonic motions and stress accumulation causing earthquakes; the studies would result in a timely and effective hazard assessment. Because our earthquake probability assessments are rapid and up-to-date, they can contribute to improved decision making and mitigation of earthquake risks.

Both forecasts are well suited for statistical testing, which can be carried out in real time. Kagan & Knopoff (1987), Kagan & Jackson (1994, 1995) and Jackson (1996) demonstrated forecast verification techniques. Moreover, these earthquake probability calculations should provide a minimum threshold...
(that is, a null hypothesis) for other prediction research and/or precursor claims.

This research has both scientific and practical results. Of scientific interest is our effort to characterize the statistical relationship between successive earthquakes in a quantitative way that will facilitate hypothesis testing. For example, it is widely believed that Coulomb stress increments from past earthquakes control aftershock behaviour, as well as the long-term occurrence of large earthquakes nearby (Stein et al. 1997; Toda et al. 1998). Case studies can provide important illustrative examples to support this model, but model verification as well as identifying the conditions under which the model works best and explaining exceptions require a thorough statistical treatment.

The forecasts will also have important practical benefits. Our quantitative predictive assessments may readily be adopted into rational mitigation strategies, which often require numerical hazard estimates. Our forecasts are in digital format, easily incorporated into Geographical Information Systems (GIS). By combining them with other GIS databases, the forecasts could be used to estimate probable loss of life, property damage and other consequences (HAZUS 1997).

Early alerts to probable strong earthquakes will allow emergency response personnel to anticipate and begin action for some potentially disastrous earthquakes. Since earthquake probability estimates tend to be modest, a chance of ‘false alarms’ will always be significant, thus the type of action justified will also be modest. Nevertheless, advanced planning of personnel schedules, intensive data collection, stockpiling of relief supplies and preparation for scientific monitoring can make earthquake response much more organized and effective.

Finally, we conclude that our long-term procedure forecasts earthquake probabilities in the NW Pacific reasonably well. The actual 1999 earthquake catalogue for the region is indistinguishable at the 95 per cent confidence level from synthetic ones generated from our forecast. To our knowledge, our NW Pacific forecast is the only one ever to pass such a test. For the SW Pacific, our forecast did not pass at the 95 per cent confidence level. There, the 1999 earthquakes were more concentrated in the high-rate regions, and less in the low-rate regions, than predicted by the forecast. We will update the forecast parameters, and time will tell whether the method will succeed there and in other places.

NOTE ADDED IN PROOF

We obtained the Harvard catalogue for 1999 in final form too late to revise all pertinent computations. However, we updated Fig. 8 to show all of the predicted 1999 events. In the rest of the paper, we use only the first half of 1999 data from the final catalogue data; for the second half of the year we use preliminary solutions.
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